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Abstract In this paper, we present the results of long-term research conducted in order to
study the contribution made by software models based on the Unified Modeling Language
(UML) to the comprehensibility of Java source-code deprived of comments. We have con-
ducted 12 controlled experiments in different experimental contexts and on different sites
with participants with different levels of expertise (i.e., Bachelor’s, Master’s, and PhD stu-
dents and software practitioners from Italy and Spain). A total of 333 observations were
obtained from these experiments. The UML models in our experiments were those produced
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in the analysis and design phases. The models produced in the analysis phase were created
with the objective of abstracting the environment in which the software will work (i.e., the
problem domain), while those produced in the design phase were created with the goal of
abstracting implementation aspects of the software (i.e., the solution/application domain).
Source-code comprehensibility was assessed with regard to correctness of understanding,
time taken to accomplish the comprehension tasks, and efficiency as regards accomplishing
those tasks. In order to study the global effect of UML models on source-code comprehen-
sibility, we aggregated results from the individual experiments using a meta-analysis. We
made every effort to account for the heterogeneity of our experiments when aggregating the
results obtained from them. The overall results suggest that the use of UML models affects
the comprehensibility of source-code, when it is deprived of comments. Indeed, models
produced in the analysis phase might reduce source-code comprehensibility, while increas-
ing the time taken to complete comprehension tasks. That is, browsing source code and
this kind of models together negatively impacts on the time taken to complete comprehen-
sion tasks without having a positive effect on the comprehensibility of source code. One
plausible justification for this is that the UML models produced in the analysis phase focus
on the problem domain. That is, models produced in the analysis phase say nothing about
source code and there should be no expectation that they would, in any way, be beneficial to
comprehensibility. On the other hand, UML models produced in the design phase improve
source-code comprehensibility. One possible justification for this result is that models pro-
duced in the design phase are more focused on implementation details. Therefore, although
the participants had more material to read and browse, this additional effort was paid back
in the form of an improved comprehension of source code.

Keywords Aggregation - Heterogeneity - Unified modeling language - Controlled
experiments

1 Introduction

The Unified Modelingl.anguage (UML) (OMG 2005) is considered to be the de-facto stan-
dard in the analysis, design, and evolution of object-oriented software (Erickson and Siau
2007; Grossman et al. 2005), despite the fact that domain-specific modeling languages are
increasing in popularity (Hutchinson et al. 2011). However, many software companies are
still reluctant to use UML because it is perceived to be difficult to learn and use Agarwal
and Sinha (2003). It may, therefore, be important to investigate whether or not the use of
the UML makes a practical difference in software development and evolution, thus possibly
encouraging resilient companies to adopt UML.

The UML has been the subject of a number of empirical studies in the software engi-
neering field (Budgen et al. 2011). Of these studies, only a few are focused on the usage of
this notation throughout the software development life cycle (Anda et al. 2006). This lack
is even more evident in software maintenance and evolution (e.g., Bavota et al. 2013, Scan-
niello et al. 2014). Scanniello et al. (2010) conducted an industrial survey regarding the use
of the UML in the software industry. The results showed that software engineers wishing to
deal with software maintenance and evolution very often have at their disposal only UML-
based models (or simply UML models) produced in the requirements engineering process
(or analysis phase) and, in a few cases, those produced in the design phase. Using the find-
ings of this survey as a basis, we began long-term research with the aim of studying the
contribution made by UML-based models produced in the analysis and design phases to
source-code comprehensibility. In particular, we conducted 12 controlled experiments with
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different kinds of participants (Gravino et al. 2010, 2015; Scanniello et al. 2010, 2014, 2015)
to study the effect of these kinds of models on the comprehension of source code deprived
of comments. We removed comments to avoid their effect being confused with the main
factor studied (i.e., the presence or the absence of software models).

In order to aggregate the results of these experiments and to obtain the global effect of
analysis and design UML models on source-code comprehensibility, we carried out a meta-
analysis on the results obtained from the individual experiments. In this paper, we present
the results of this aggregation by attempting to answer the following research question:

— Do software models produced in the analysis and design phases aid the comprehension
of Java source code (assessed on the basis of the answers developers provide to ques-
tions on that code), and do these models affect the time taken to comprehend that code
and the efficiency with which that comprehension occurs?

The research work presented in this paper is based on that presented in Scanniello et al.
(2015), in which we showed the preliminary results obtained after the aggregation of our 12
controlled experiments. The current paper extends the previous work as follows: (i) we have
considered issues related to the heterogeneity of the individual experiments in the aggre-
gation of their results; (ii) we have considered an additional dependent variable, namely
Efficiency, which is computed as the ratio between the level of comprehension achieved
when performing a task and and the time required to complete it; and (iii) we have extended
the discussion concerning related work, experimental results, and threats to validity.

In this new paper, we provide a detailed description of the following main contributions:

— The results of global effect of analysis and design UML models on source-code
comprehensibility;

— A discussion regarding the possible practical implications of the results of our study;

— How to deal with the heterogeneity of experiments when using a meta-analysis to
aggregate the results obtained from them.

This paper is organized as follows. We discuss related work in Section 2, while the back-
ground is presented in Section 3. Our long-term research is presented in Section 4, while the
results obtained are shown and discussed in Section 5. In Section 5, we also discuss the prac-
tical implications of the results of our study from the perspectives of both researchers and
professionals. We conclude the paper with our final remarks and future work in Section 6.

2 Related work

In accordance with the research question stated previously, in this section we first focus on
a set of works which highlights the use of UML diagrams as a means to maintain source-
code. We conclude this section by presenting research work on model-based traceability,
since the use of traceability links might be a viable means to support the comprehension
and maintenance of source code.

2.1 UML and software maintenance
There are two literature reviews related to the topic that should be taken into account
(Fernandez-Saez et al. 2013; Zhi et al. 2015). First, Fernandez-Saez et al. (2013) present

a systematic mapping study (SMS) whose goal was to discover the empirical evidence
related to the use of UML diagrams in source-code maintenance and the maintenance of
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UML diagrams themselves. A total of 38 papers were found as a result of this SMS, includ-
ing 66 empirical studies, but only two of them were specifically focused on source-code
maintenance (Arisholm et al. 2006; Dzidek et al. 2008). Zhi et al. (2015) also report another
SMS but with a slightly different goal: the existing literature concerning software docu-
mentation cost, benefit and quality. Once again, the same two works (Arisholm et al. 2006;
Dzidek et al. 2008) are directly related to source-code maintenance. These two empiri-
cal studies will be explained below, together with another set of experiments which was
published after the performance of the two SMSs, and thus not included in them.

Using the aforementioned work as a basis, Dzidek et al. (2008) performed an experi-
ment with a group of 20 professionals. Half of them used UML documentation to catry
out a set of modifications on a web-based system developed in Java, while the other half
did not. This was done to assess whether providing UML documentation reduced the effort
required to correctly implement a set of tasks regarding changes and increased the func-
tional correctness and design quality of those changes. The results reported indicate that
UML users had to spend more time, especially when the documentation had to be updated.
However, the use of UML documentation was simultaneously always beneficial in terms of
functional correctness, since fewer faults were introduced into the software maintained. It
is also important to highlight that the no-UML group of participants had more problems as
regards understanding the most complex part of the system.

Arisholm et al. (2006) conducted two controlled experiments to assess whether UML
documentation helped to reduce the effort required to change the source-code of a soft-
ware system. The original experiment was conducted in Oslo, Norway, and the second in
Ottawa, Canada. The first experiment was conducted with 20 3rd year undergraduate stu-
dents, while the second was carried out with 4th year 78 undergraduate students. In both
these experiments, the independent variable was: using (or not using) UML documentation.
The participants’ performances were measured by considering the time required to perform
changes, excluding and including diagram modifications, correctness of these changes and
the quality of the changed design. The most important result obtained was: UML docu-
mentation does not provide an advantage as regards time, although it helps to improve the
correctness and quality achieved when solving the most complex tasks.

Leotta et al. (2013) present a pilot experiment carried out to relate the level of alignment
between UML documents and code and maintainers’ efficiency. A group of 21 undergrad-
uate students had to perform a set of 4 maintenance tasks on two systems using the Eclipse
framework while surfing the UML documents provided (sequence and class diagrams).
Although this was a pilot study, the results confirmed the general belief that a more aligned
documentation is of greater assistence during maintenance tasks.

Fernandez-Saez et al. (2015) report a family of experiments carried out at two different
universities in Italy and Spain. The aim of this study was to assess whether the origin of
UML diagrams (the design phase of a life-cycle or a reverse engineering technique) influ-
ences the maintenance of the corresponding source-code. A controlled experiment and two
replications of it were performed. The authors involved a total of 149 MSc students (cat-
egorized according to their ability, which was calculated using their course grades). These
students had to carry out adaptive and corrective maintenance tasks. The main finding of
the work was that participants with a higher ability achieved better scores when using the
diagrams with a forward design origin, while low ability participants got better scores when
using reverse engineered diagrams. The authors provide a possible explanation for this situation
by relating low levels of experience to difficulty in using (and/or understanding) UML diagrams.

The last experiment in this list Fernandez-Saez et al. (2016) reports a family of four
controlled experiments carried out by over 80 BSc and MSc students at three different uni-
versities in Italy, The Netherlands, and Spain. In this case, the goal was to analyze whether
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a high or a low level of detail in UML diagrams has an impact on the maintainability of
source-code during a model-centric development. The maintainability of the source-code
was measured by means of its understandability and modifiability, and the participants had
to answer a multiple choice questionnaire to show how they had understood the system, in
addition to performing a set of corrective maintenance tasks to show how it could be mod-
ified. The results of the family of experiments indicated that diagrams with a high level of
details improved the understandability of the system, while those with a low level of details
improved its modifiability. However, the authors indicate that, when attempting to replicate
the study, the results obtained seemed to be incoherent and to have no clear tendency. After a
thorough evaluation of this, they discovered that the diagrams had possibly been used incor-
rectly, or even not used at all, which would have led to the results obtained. They relate this
to the day-by-day situation in industry, when users’ false self-certainty may lead them not
to use (or not to use properly) the system documentation, and eventually find themselves
involved in unexpected and undesired situations as regards their maintenance duty.

Table 1 presents a summary of the main features of these papers. The columns in the
table are labeled as:

—  Ref: contains the bibliographical reference to the paper.

— Goal: describes the objective of the experiment.

—  Participants: presents the number of participants that took part in the experiment/s, plus
their type (students, professionals, etc.).

— Independent variable: describes the variable whose effect on the dependent variables is
to be studied. The values (treatments) of the independent variable are also presented.

— Dependent variables: presents the outcome variables, i.e., those affected by the changes
made to the independent variables.

—  Tasks: describes the tasks to be performed by the participants as part of the experiment.

— Results: shows the main findings obtained in the experiment.

Some other empirical studies in industry related to the research question of this work
can also be found. For example, Scanniello et al. (2010) show the results of an explorative
survey carried out to investigate the state of practice as regards the use of UML in soft-
ware development and maintenance. At that time, UML appeared to be the most widely
used modeling option for software development and maintenance. In particular, 74% and
75% of the companies interviewed employed UML in the development and maintenance
phases, respectively. The authors did not ask the remaining survey respondents which mod-
eling languages were used as an alternative to UML. The companies interviewed stated that
maintenance operations are commonly performed by practitioners who do not have a vast
amount of experience. According to the study, an ordinary maintenance operation, such as
making certain corrective changes, needs an effort range of between 1 and 5 persons/hour.
These values are multiplied by 10 in the case of an extraordinary maintenance operation,
such as perfective or adaptive changes.

Fernandez-Saez et al. (2013) also present the preliminary findings of a case study
whose intention was to discover whether the investment in UML is justified by the ben-
efits (improved productivity and product quality) in software maintenance projects. They
consequently focus on discovering what the cost and the payback of using UML in a soft-
ware maintenance project are. They carried out a case study in a multinational company
with an IT department of 800-1000 employees. They collected data from the files shared by
the department and, principally, by interviewing the companys personnel (20 useful inter-
views). They eventually concluded that the employees reported several benefits of using
UML.: a better understanding of the problem domain, improved communication, a reduction in
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software defects, an improvement to the quality and a reduction in the software maintenance
effort.

Garousi et al. (2013) present a multi-method empirical approach, and include a survey, a
case study and some action-research in their proposal. A company providing satellite nav-
igation system products was changing its software development processes and intended to
measure which key factors were impacting on documentation usage (information sources,
life-cycle phase, document type, roles, degree of experience, and patterns of usage) and
which attributes were affecting the quality of the documentation. An exploratory survey was
conducted with 25 employees to assess the aforementioned factors and attributes. Its results
were reused in a case study during which the company data was employed, and the con-
clusion was reached that the usage of documentation differed according to the purpose for
which it was used, e.g., documentation was more frequently used for development purposes
than for maintenance purposes. Moreover, documentation the up-to-date-ness, accuracy and
completeness of document artifacts were identified as the most important and relevant qual-
ity attributes as regards improving documentation efficiency. Finally, all these results were
used in a set of action-research cycles for a continuous improvement of the company’s
documentation efficiency.

Finally, Fernandez-Saez et al. (2015) present the findings of a survey on the use of UML
in software maintenance. A total of 178 professionals from 12 different countries took
part in this survey. The main objectives of this survey can be summarized as follows: (i)
to explore the extent to which UML diagrams are actually used in industry (59% of the
answers indicated the use of a graphical notation, 43% UML), (ii) to acknowledge which
was the most effective UML diagram for software maintenance (as expected, class, use case,
sequence and activity diagrams), (iii) to discover what the perceived benefits of using UML
were (less time needed for a better understanding and, thus, an improved defect detection),
and (iv) to contextualize what kind of companies used UML documentation during software
maintenance (larger teams seem to use UML more frequently).

To conclude, only a few evaluations of the benefits derived from the use of UML through-
out the whole software development life cycle have been reported (Anda et al. 2006). This
lack is even more evident in the software maintenance phase with regard to the benefits of
employing UML models in source-code comprehensibility and modifiability. In addition,
results sometimes seem to be contradictory or do not confirm the general belief, i.e., the
UML documentation is not always beneficial to source-code comprehension/maintenance.
In a few cases, it has been observed that UML documentation does not provide an advan-
tage as regards time, while it helps to improve the correctness and quality achieved when
solving complex tasks (e.g., Arisholm et al. 2006). In some other cases, UML is benefi-
cial to source-code maintenance only if developers have a higher ability and/or the models
have some specific characteristics (e.g., Fernandez-Saez 2015, 2016, Leotta et al. 2013). To
try making things clearer, we present the results of long-term research conducted to study
whether or not UML-based models (produced in both the requirements and analysis phases)
aid source-code comprehensibility. In particular, we aggregate and synthesize the outcomes
of 12 controlled experiments in different experimental contexts and on different sites with
participants who had different levels of expertise. A total of 333 observations were obtained
from these experiments. At the best of our knowledge, our study is currently the largest in
the literature concerning the UML and its effect on source-code maintenance.

2.2 Model-based traceability

Traceability can be considered as an important related concept, since the comprehension
of source code supported by the use of models is affected by the possibility of implic-
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itly identifying relationships between source code and software models. When traceability
information is explicitly documented in addition to the models, it can help developers to
comprehend source code. In the following, we present related work focussed on this matter.
For example, Lehnert et al. (2013) combine impact analysis, multi-perspective modeling,
and horizontal traceability analysis to support the specification of models and the develop-
ment of source code and test cases. They propose a unified meta-model approach that can
be supplied by the Eclipse Modeling Framework (EMF) (2012) and a centralized model
repository. The approach makes it possible to analyze the dependencies between software
artifacts according to the type of change which is applied to them. The idea is to verify the
interplay of change operations and dependency relations between models and code with the
aim of identifying the propagation of further changes.

Hammad et al. (2011) propose an approach with which to automatically determine
whether a change in the source code affects the design of the system (i.e., UML class dia-
grams). The aim of this approach is to maintain consistency between developed code and
models by exploiting code-to-design traceability when the source code evolves. The pro-
posed approach, along with the prototype implemented, was assessed by performing a case
study based on the commits extracted from four open source projects during a three years
period. The results revealed that most of the code changes do not impact on the software
models. Furthermore, these commits regard a smaller number of changed files and less lines
of code with regard to commits that impact on software models. Another interesting result
is that most bug fixes do not impact design.

Settimi et al. (2004) assess the effectiveness of information retrieval techniques as
regards tracing new and changed requirements to UML artifacts, code, and test cases. The
authors summarize the most important result from their research as follows: tracing to UML
elements provides a higher perspective of the proposed change than would be possible if
links were generated directly to the code and supports the growing trend toward Model
Driven Development. One possible implication is that this kind of link might reduce the
effort required to analyze the impact of the changes.

Cariou et al. (2002) present an approach that focuses on object collaboration. This is rec-
ognized as an important building block for structuring object-oriented design in a distributed
context. In an attempt to deal with the problem of the deterioration of the collaboration
information during the detailed design process, a process and an architecture is proposed to
preserve object collaboration information, from the analysis to design and implementation.
The idea is to employ UML collaboration diagrams, with the addition of OCL constraints
that follow specific rules to suit component specification requirements. This specification
can be successively transformed into various low-level implementation designs depending
on non-functional constraints by means of a refinement process.

Pavalkis et al. (2013) extend UML by defining a model-driven domain-specific lan-
guage engine in order to manage traceability schemas and traceability analysis means. The
authors specifically propose a framework that can be used to derive properties in order to
trace project artifacts. The authors run several case studies to show how the framework
can be used to adapt their solution to a particular development method and domain-
specific language in a development process, and to automate the maintenance of traceability
relations.

The proposal by Tang et al. (2007) is focused on the understanding of design rationale to
support the detection of inconsistencies, omissions, and conflicts in an architecture design.
The model incorporates design rationale, design objects and their relationships, and trace-
ability methods are applied so as to change impact analysis and root cause analysis. The
UML notation is used to represent the AREL model, which is an acyclic graph that relates
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elements of the architecture to their rationale by exploiting the ARtrace directional link
(namely, UML stereotyped association) (Tang et al. 2007).

Pavalkis et al. (2013) propose an approach for improving vertical traceability of UML
models, thus eliminating the additional complexity involved in defining and maintaining
traceability information in the software projects. Indeed, traceability information is not
statically managed and memorized, but the use of derived properties allows the dynamic
calculation of this information, which is then analyzed using dedicated and already existing
tool-specific means. The application of the approach to a particular development process
has shown that it allows the completeness of the project to be validated and the impact of
changes to be analyzed, without affecting issues related to the management of traceability
information.

A number of approaches has been proposed in the context of model-based traceability.
Often the validity of these approaches has been empirical assessed through case studies,
while the use of controlled experiments with participants seems marginal, especially to
study the effect of model-based traceability on source-code maintenance.

3 Background

As the number of empirical studies grows, the need to aggregate evidence from multi-
ple primary empirical studies (e.g., experiments) increases (Wohlin et al. 2012). There
are two main reasons for aggregating evidence. Firstly, new research should always take
existing knowledge into consideration as its starting point. That is, reviews summarizing
the outcomes of various intervention trials are an efficient method by which to obtain the
“bottom line” regarding what works and what does not. Secondly, primary empirical stud-
ies may together provide answers to research questions, when these studies alone are not
sufficient to answer these research questions. In Section 3.1, we first briefly introduce
strategies that can be used to summarize and synthesize outcomes from different empirical
studies/experiments. When primary studies are synthesized using statistical methods (i.e.,
using a meta-analysis), it is crucial to verify whether or not these studies are heterogeneous
(Pickard et al. 1998). In Sections 3.2 and 3.3, we present some background on how to deal
with heterogeneity in meta-analysis studies. Finally, we present the process we have defined
to deal with heterogeneity.

3.1 Aggregating results from primary studies

The collection, synthesis, and review of empirical evidence must comply with scientific
standards. There are several strategies with which to summarize and synthesize outcomes
from different empirical studies/experiments. For example, a systematic literature review is
a means used to collect and synthesize empirical evidence from different empirical studies
(Kitchenham and Charters 2007). A systematic literature review is referred to as a secondary
study, while the empirical studies in such a review are referred to as primary studies. A
systematic literature review has a research question, similar to that in primary studies. If the
research question is more general (or if the field of research is less explored) a mapping
study may be carried out.

When a set of empirical studies on a topic is collected, synthesis or aggregation takes
place. A synthesis based on statistical methods is referred to as a meta-analysis (Wohlin et al.
2012). It can be applied to analyze the outcomes of several dependent and/or independent
studies/experiments. The most important advantage of using a meta-analysis is that this kind
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of secondary study makes it possible to achieve a higher statistical power for the variable of
interest than primary studies. Although there is no accepted minimum number of primary
studies in a meta-analysis, a minimum of 10 primary studies can be considered acceptable
(Pickard et al. 1998).

3.2 Assessing heterogeneity

Studies may vary. In fact, the assumption that the studies are all representative samples
of the overall true effect and only differ owing to sampling error is not always valid. In
this situation, the studies are said to be heterogeneous (Pickard et al. 1998). It is useful
to distinguish between different types of heterogeneity. According to Higgins and Green
(2008), we can distinguish the following kinds of heterogeneity: clinical, methodological,
and statistical. Variability in the participants, interventions, and outcomes studied may be
described as clinical heterogeneity. Variability in study design and risk of bias may be
described as methodological heterogeneity. Finally, variability in the intervention effects
being evaluated in the different studies is known as statistical heterogeneity. This kind of
heterogeneity can be considered a consequence of clinical heterogeneity or methodological
heterogeneity, or both, among the primary studies. In the following part of this section we
will focus on statistical heterogeneity and we refer to it simply as heterogeneity. This choice
might affect the results of our investigation (see the discussion on the threats to validity in
Section 5.4.4).

In a meta-analysis, the means usually employed to assess whether a set of single studies
is heterogenous the Cochran’s Q test (Pickard et al. 1998). This test measures the deviation
of observed effect sizes from an underlying overall effect size. The most frequently used
cut-off point is 0.1. If the value is lower than this threshold, we can reject the null hypothe-
sis (i.e., the primary studies are not heterogeneous) and we can then assume that studies are
heterogeneous. The Cochran’s Q test informs us only about the presence of heterogeneity,
but it does not report on the extent of that heterogeneity (Huedo-Medina et al. 2006). Possi-
ble measures of heterogeneity are I-squared and tau-squared. The I-squared measure is the
percentage of total variation across experiments that is owing to heterogeneity rather than
chance. Thresholds for the interpretation of I-squared values can be misleading because the
importance of inconsistency depends on two main factors: (i) magnitude and direction of
effects and (ii) strength of evidence for heterogeneity (e.g., p-value from the chi-squared
test, or a confidence interval for the I-squared measure). A guide to the interpretation of
I-squared values is based on the intervals suggested by Higgins and Green (2008):

0% to 40%: heterogeneity might not be important;

30% to 60%: a moderate heterogeneity may be present among the primary studies;
50% to 90%: a substantial heterogeneity may be present among the primary studies;
75% to 100%: considerable heterogeneity may be present among the primary studies.

Tau-squared is an absolute measure of heterogeneity. It is a measure of the standard
deviation of effect sizes across the experiments. Values greater than 1 indicate that primary
studies are heterogeneous (Pickard et al. 1998).

Huedo-Medina et al. (2006) stated that I squared should be used as a complement to
the Cochran’s Q test. Since both Tau-squared and I-squared are measures of heterogeneity,
these measures can be considered both as a complement to the Cochran’s Q test. That is,
the heterogeneity of the primary studies can be measured by either (or both) Tau-squared
or I-squared if the Cochran’s Q test rejects the null hypothesis that these studies are not
heterogeneous.
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If studies are not heterogeneous (i.e., they are homogeneous), they should be combined in

a meta-analysis using a fixed effect model. This model assumes that the size of the treatment
effect is the same (fixed) across all the experiments.

3.3 Dealing with heterogeneity

A number of options are available if (statistical) heterogeneity is identified among a group
of primary studies that would otherwise be considered suitable for a meta-analysis. For
example, Higgins and Green (2008) suggested:

1.

Check again that the data are correct. Severe heterogeneity can indicate that data have
been incorrectly extracted and/or used. For example, if standard errors have mistakenly
been entered as standard deviations for continuous outcomes (Higgins and Green 2008).
Do not do a meta-analysis. If there is considerable variation in results, and particularly
if there is inconsistency in the direction of the effect, it may be misleading to quote an
average value for the effect.

Explore heterogeneity. The goal is to determine the causes of heterogeneity. This is
problematic since there are often many characteristics that vary across primary studies
from which one may choose. Heterogeneity may be explored by conducting sub-group
analyzes. Each of these groups should have a minimum of 4 studies/experiments (Fu
et al. 2011). Explorations of heterogeneity can at best lead to the generation of hypothe-
ses. They should be interpreted with caution. Investigations of heterogeneity when there
are very few studies are of questionable value.

Ignore heterogeneity. Heterogeneity can be ignored and a fixed effect meta-analyzes
can be performed. The pooled effect estimate from a fixed effect meta-analysis is nor-
mally interpreted as being the best estimate of the intervention effect. However, the
existence of heterogeneity suggests that there may not be a single intervention effect
but rather a distribution of intervention effects. The pooled fixed effect estimate may be
thus an intervention effect that does not actually exist in any population, and, therefore,
have a confidence interval that is both meaningless and too narrow.

Perform a random effects meta-analysis. A random effects meta-analysis may be used
to incorporate heterogeneity among primary studies. This is not a substitute for a thor-
ough investigation of heterogeneity. It should be intended primarily for heterogeneity
that cannot be explained.

Change the effect measure. Heterogeneity may be an artificial consequence of an inap-
propriate choice of the effect measure (dependent variable). Furthermore, the choice
of the effect measure for dichotomous outcomes (odds ratio, relative risk, or risk dif-
ference) may affect the degree of heterogeneity among results. When control group
risks vary, homogeneous odds ratios (or risk ratios) could lead to heterogeneous risk
differences (and vice versa).

Exclude studies. Heterogeneity may be owing to the presence of one or two outlying
studies. That is, the results of these studies could conflict with the results of the remain-
ing studies. In general, it is unwise to exclude studies on the basis of their results. This
may introduce bias into the meta-analysis results. However, if an obvious reason for
the outlying result is apparent, the study might be removed with more confidence. It is
advisable to perform analyzes both with and without outlying studies as part of a sen-
sitivity analysis. Whenever possible, potential sources of diversity that might lead to
heterogeneity should be specified in the experimental protocol. When excluding stud-
ies, a researcher should also take into consideration the number of studies to be then
considered in the meta-analysis, thus avoiding losing the representativeness of results.
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3.4 A process based approach to deal with heterogeneity

We employed the strategies by Higgins and Green (2008) as a basis to define a process
with which to better deal with (devised statistical) heterogeneity in meta-analysis studies.
Figure 1 shows this process as an activity diagram with object flow, where the activities are
the phases of the process and the objects represent the input/output to these phases. In partic-
ular, the process first suggests checking data from individual experiments to be sure that they
are correct (CheckingData). This is performed before checking that the secondary studies
are heterogenous. The phasse in charge of assessing whether secondary studies are statisti-
cally heterogenous is AssessingHeterogeneity. If the secondary studies are not heterogenous,
a meta-analysis will take place in PerformingFixedEffectModel. If the secondary studies are
heterogeneous, the researcher can decide not carry out a meta-analysis (the flow is placed in
the end-node) or to go ahead with the process. In the latter case, the researcher can decide
whether or not to ignore heterogeneity. Ignoring heterogeneity implies the execution of Per-
SformingFixedEffectModel. On the other hand, the researcher can decide whether or not to
incorporate the heterogeneity into a meta-analysis. If the researcher decides to incorporate
the heterogeneity, the meta-analysis will take place by executing PerformingRandomEf-
fectsModel. That is, a random effects model will be applied to all the primary studies. It is
also possible to either explore or not explore heterogeneity. If heterogeneity is not explored,
the researcher can decide to choose a different effect measure (or dependent variable) in
order to aggregate the results in a meta-analysis (ChangingEffectMeasure). There are two
ways in which to carry out an exploring: by excluding one or two outlying primary studies
(ExcludingStudies) or by identifying sub-groups of experiments (IdentifyingSubGroups). In
the case of the researcher excluding one or two outlying studies, meta-analysis takes place
with a single group of studies. This implies that the process in Fig. 1 is instantiated only
once. If sub-groups of experiments are identified, the process is instantiated for each of
these sub-groups.

In order to show the different instances! of the process shown in Fig. 1, we used regular
expressions in which the symbols are those used to label the phases of the process shown
in Fig. 1: a, b, ¢, d, e, f, and g. For example, the label for CheckingData is a. We also
considered the empty symbol (i.e., €). The regular expression defined is shown as follows:

ab((eab)*(gb)*(fb)*)*(cld|e)

We used regular expressions to provide a more compact representation of the instances of
this process. In particular, our solution makes it possible to establish a clear link between the
instances in our process and the sentences in the language described by means of the regular
expression shown previously. We shall also use the sentences from the regular expression
to facilitate our discussion on how we dealt with heterogeneity in the study presented in
this paper. For example, the sentence abc means that we checked data, assessed hetero-
geneity, and performed a fixed effect model to aggregate results. However, our compact
representation does not make it evident whether we execute PerformingFixed EffectModel
because heterogeneity is ignored or because the experiments are homogeneous. We deal
with this ambiguity by underlining sentences in the regular expression defined to indicate
that the experiments are homogeneous. The sentence abc, therefore, indicates that the exper-
iments are heterogeneous, while abc indicates that they are homogeneous. In both cases the

! An instance of a process is a sequence of the activities/phases.
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Fig. 1 The process defined to deal with statistical heterogeneity, in which each phase has a label (i.e., a, b,
¢, d, e, f, or g) associated with it. This allows a rapid reference to the phases in the process

sequences in which the phases are performed is: CheckingData, AssessingHeterogeneity,
and PerformingFixed EffectModel.

4 Our long-term investigation

In a survey we conducted in 2009 (Scanniello et al. 2010), the main results suggested that,
in order to deal with software maintenance and evolution tasks, many of the companies
interviewed use UML diagrams produced in the requirements analysis® phase and, in a few
cases, those produced in the design’ phase. The most frequently used UML diagrams were:
use case, class, and sequence diagrams. Another result of this survey was: maintenance
operations were performed by practitioners with a few years of experience in software devel-

2It is also called requirements engineering process and it is the process of determining user expectations (i.e.,
requirements) as regards a new or modified product.

31t maps the requirements onto the software architecture that defines the components, their interfaces and
behaviors. The design document describes a plan with which to implement the requirements.
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opment and maintenance and maintenance operations were supported by models produced
in the analysis and design phases. To this end, companies generally employ developers with a
Bachelor’s or Master’s degree in Computer Science and with between 1 and 5 years’ experience.

The main results of the aforementioned industrial survey were used as a basis to begin the

long-term research shown in this paper. We quantitatively studied to what extent developers
understand source code when they were provided with source code alone or with source
code and UML software models together. Our research consisted of the following two main
directions, which were carried out in parallel:

In the first direction of our long-term research, we studied the comprehension of source
code when it was complemented with analysis models (i.e., models produced in the
requirements engineering process) based on the UML notation: use case diagrams,
class diagrams, and sequence diagrams. In particular, use case diagrams and use cases
(textual description of the use cases in the use case diagrams) were employed to repre-
sent functional requirements. These requirements are represented with successful use
cases. The participants were also given exceptional and/or boundary conditions. Class
diagrams were used to abstract the objects from the problem domain (i.e., the object
or conceptual model), while sequence diagrams (also produced in the requirements
engineering phase) were used to model the dynamic and/or functional behavior of the
software (Bruegge and Dutoit 2003). First, we conducted a pilot study with Computer
Science Bachelor’s degree students at the University of Basilicata. The results of this
pilot study were presented in Gravino et al. (2010) and can be summarized as follows:
the use of analysis models does not significantly improve the comprehension of source-
code. We successively conducted a family of four controlled experiments on this subject
(Scanniello et al. 2014), the goal of which was to strengthen the findings obtained in
the pilot study. The experiments were carried out with students and practitioners from
Italy and Spain who had different abilities and levels of experience with the UML.
The results attained indicated that UML analysis models did not appear to improve
source-code comprehensibility, thus confirming the results from the pilot study.

In the second direction, we conducted two kinds of controlled experiments. The main
goal of the second direction of our research was to study the comprehension of source
code when it was complemented with design models (i.e., models produced in the
design phase) based on the UML. In particular, the two kinds of controlled experiments
were conducted in parallel and pursued the following main goals:

(i)  Assessing the potential benefits derived from the use of UML class and sequence
diagrams (both produced in the design phase) as regards the comprehension
of object-oriented source-code (Gravino et al. 2015). Two experiments with
Computer Science Bachelor’s and Master’s degree students were, therefore, con-
ducted. The data analysis revealed that those participants with more experience of
the UML and computer programming (i.e., Master’s degree students) benefitted
from the use of UML models produced in the design phase (from here on UML
design models, also).

(i) Investigating whether providing source code with UML class diagrams
used to graphically document design-pattern instances* improves source-code

4Design-pattern instances can be seen as a micro-architecture that developers copy and adapt to their par-
ticular designs in order to solve the recurrent problem described by the design pattern (Bruegge and Dutoit
2003; Gamma et al. 1995).
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comprehensibility. This implies that multiple diagrams refer to the same piece of
software and each of them can be seen as an excerpt of the entire class diagram
of that piece of software. This is the main difference between the aspects (i) and
(ii). We conducted an experiment with Master’s degree students (Scanniello et al.
2010). The control group of this experiment comprised students who were given
source code alone without any reference to the design-pattern instances contained
in it. We carried out four successive controlled experiments with participants
who had different experience as regards programming and software modeling
(i.e., Bachelor’s, Master’s, and PhD students and practitioners) (Scanniello et al.
2015). The effect of textually documented design-pattern instances was also stud-
ied. Data regarding this kind of documentation was clearly not considered in the
study presented in this paper, since the UML was not used.

All 12 experiments (primary studies) briefly described above and summarized in Table 2
were carried out by following the recommendations provided in Juristo and Moreno (2001),
Kitchenham et al. (2002), Wohlin et al. (2012). In this section, we summarize the planning
and the operation phases of these experiments and provide the most salient information
concerning the study presented in this paper.

The experiments are reported according to the guidelines suggested by Jedlitschka
et al. (2008). For replication purposes, we have made the raw data regarding of all our
experiments available on the web.’

4.1 Goal

According to the Goal Question Metrics template (Basili and Rombach 1988), the goal
of the study presented in this paper is: fo analyze the use of UML analysis and design
models for the purpose of understanding their utility with respect to the comprehensibility
of object-oriented source code from the point of view of the software engineer in the context
of students and practitioners.

4.2 Context selection

We used different software systems and UML diagrams in our study. The systems used were
those described in the fifth column of Table 2, while the diagrams are those shown in the
second column of this table. All the experimental objects were desktop applications imple-
mented in Java. We used the Music Shop® and Theater Ticket Reservation’ applications.
Moreover, their models were created in a course on Advanced Object-Oriented Program-
ming (AOOP). The lecturer of this course was involved in neither the study presented here
nor those shown in Table 2, which allowed us to mitigate possible threats to construct valid-
ity (Experimenters’ Expectancies). We used the source code that the lecturer selected from

Swww2.unibas.it/gscanniello/SourceCodeComprMetaAnalysis/data.xlsx

SThis is a software system that is used to sell and manage CDs/DVDs in a music shop. The feature search for
a singer was used in the experiments: the user inserts a string (e.g., the surname of the singer), and the system
then searches for all the singers that satisfy the search criterion and shows them in a list of the associated
information.

"This is a software system with which to book and buy theater tickets. The feature buy a theater ticket was
used in the experiments: the system shows the list of the available tickets for a given theater and performance,
and the user then chooses the ticket and inserts data about the spectator.
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among the software systems developed by the students on the AOOP course. We did not
have any control over the selection process. However, we reviewed the documentation and
models to find possible issues. It was not necessary make any considerable modifications.
We only removed possible typographical errors and indented source code when appropri-
ate. Source-code comments were removed to avoid their presence having any effect on the
results. That is, the effect of source-code comments could have been confused (or could
have interacted) with the main factor being studied (see Section 5.4.2). The students that
developed the experimental objects did not participate in the experiments.

In order to deal with the threat to external validity, we also used open-source soft-
ware. We selected a chunk (i.e., a vertical slice) of JHotDraw v5.1. This chunk included:
10 instances of design patterns in total — two instances for the State design pattern and
one instance for the following design patterns: Adapter, Strategy, Decorator, Composite,
Observer, Command, Template Method, and Prototype — and the design patterns con-
sidered were well-known and widely adopted (Gamma et al. 1995). We documented the
design-pattern instances present in the source code using both the JHotDraw documentation
and the PMARt dataset (Guéhéneuc 2007). This allowed us to document both intentional
and unintentional design-pattern instances. Although traceability links are important as
regards identifying relationships between source code and software models (see Section
2.2), we avoided providing them to the participants. The rationale for this was that mak-
ing this information available to a developer could affect source-code comprehensibility
in an undesirable way, i.e., concealing the effect of the use of software models on source-
code comprehension. However, this design choice poses an additional threat to external
validity, since traceability links could be available (e.g., post-facto) to support program
comprehension tasks in the software industry (Antoniol et al. 2002).

We conducted all the experiments, with the exception of DePra (see Table 2), in research
laboratories. DePra was conducted at the participants’ companies. All the experiments were
conducted under controlled conditions. The most participants’ salient characteristics are
summarized in Table 2 (third column). Participation in the experiments was on a voluntary
basis. The participants were not paid. Each participant took part in only one experiment.
Further information on the experimental objects and their selection process, along with the
characteristics of the participants in the experiments, can be found in Gravino et al. (2015),
Gravino et al. (2010), Scanniello et al. (2014), Scanniello et al. (2010), Scanniello et al.
(2015).

4.3 Selection of variables

In each experiment, we considered those participants who were given source code alone as
comprising the control group, while the treatment group comprised students who were given
source code with software models based on the UML. The independent variable (from here
on manipulated factor or main factor, also) considered in each primary study was, therefore,
method. This variable is nominal and can assume the following two values: models (UML-
based models and source code without comments) and source code (source code without
comments).
The effect of the manipulated factor was analyzed on the following chosen constructs:

— Comprehension. This denotes the comprehension level of the source code achieved by
a software engineer.

— Completion time. This denotes the time a software engineer takes to accomplish a
comprehension task.
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We used questionnaires to assess source-code comprehensibility. The correctness of the
answers provided to these questionnaires was quantitatively evaluated by the F-measure,
i.e., it was used to measure the comprehension variable and then estimate the comprehension
construct. F-measure is computed as the overall balanced harmonic mean of precision and
recall of the answers given to the questions. Answers were provided in the form of string
items (e.g., a sequence of method/class names and/or the text messages shown to a user) and
compared with the expected ones. F-measure values range in between 0 and 1. The higher
the value of this variable, the greater the comprehensibility of source-code was.

We estimated the completion time construct using the overall time (expressed in minutes)
taken to answer a comprehension questionnaire. The higher the value of time, the greater
the effort® required to accomplish a comprehension task.

4.4 Design

We used different kinds of designs in the experiments. As shown in Table 2, we used
crossover designs in DeMscExpl, AnMscExpl, AnMscExp2, AnMscExp3, and AnPra. In
the remaining experiments, we adopted the one-factor-with two treatments design (Wohlin
et al. 2012). This kind of experimental does not suffer from the presence of a possible carry-
over effect,? while the crossover design may do so. It is worth noting that the design of some
experiments was randomized, while in others we used the participants’ ability as a block-
ing factor (see Table 2 for details). When applicable, randomization allowed us to mitigate
carry-over that we had already analyzed in the primary studies. In all the experiments, the
participants accomplished the task alone, that is, they did not work in a group to accomplish
a comprehension task.

4.5 Experimental tasks and operation

All the participants were asked to fill in a comprehension questionnaire and a post-
experiment survey questionnaire. The composition of both these questionnaires depended
on the experiment and the tasks. We formulated the questions in the comprehension ques-
tionnaires using a similar form/schema. In addition, these questions were formulated to
assess comprehension of the source code that we believed to be more relevant and con-
cerned understanding concepts in this source code, which (as suggested by Sillitto et al.
2008) involved multiple relationships and software entities. Further details on the experi-
mental tasks and the experimental procedure can be found in Gravino et al. (2015), Gravino
et al. (2010), Scanniello et al. (2014), Scanniello et al. (2010), Scanniello et al. (2015).

4.6 Analysis procedure
Th results of a meta-analysis are commonly displayed graphically as “forest plots” (Ried

2008). This kind of pictorial representation provides a quick and easy means to illustrate the
relative strength of treatment effects. Forest plots display point estimates and confidence

8The time was an approximation of comprehension effort. This complies with the ISO/IEC 9126 standard
ISO (1991) (and subsequent versions), in which effort is the productive time associated with a specific project
task.

°Tf a participant is tested first under the experimental condition A and then under the experimental condition
B, she/he could potentially perform better or worse under condition B.
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Table 3 Instances of the process

shown in Fig. 1 considered Sentence Dependent variable

ab Comprehension, Completion Time
abc Comprehension, Completion Time
abd Comprehension, Completion Time
abgbc Comprehension, Completion Time
abgbd Completion Time

abfb Comprehension, Completion Time
abfbc Comprehension, Completion Time
abfbd Comprehension, Completion Time
abeab Efficiency

abeabc Efficiency

abeabd Efficiency

intervals for individual experiments, in addition to an estimate of the overall summary effect
size. This notation also shows the extent to which each experiment contributes to the overall
result.

5 Results and discussion

In Table 3, we show some sentences from the language defined by employing the regular
expression reported in Section 3.4. For example, ab covers the case of no heterogeneity
in which a meta-analysis is not executed, while abc and abd represent the case in which
heterogeneity is ignored or incorporated and a meta-analysis is executed, respectively. Con-
versely, in order to cover the case of exploring heterogeneity, we performed sub-group
analyzes for the dependent variables Comprehension and Completion time, since the exper-
iments were heterogeneous. In particular, we grouped the experiments according to the kind
of models used, namely An (i.e., UML-based models produced in the requirements engi-
neering process) and De (UML-based models produced in the design phase). These cases
are covered by the sentences ab(gb)*c and ab(gb)*d.

Furthermore, ab(fb)*, ab(fb)*c, and ab( f b)*d cover the cases of the application of the
process shown in Fig. 1 when we cleaned the experiment set by excluding those studies that
involved participants with little experience, namely AnBsc, DeBscExpl, and DeBscExp2.
We also considered the cases of not exploring the heterogeneity and employing a further
dependent variable, namely Efficiency,'® which are covered by the sentences ab(eab)*,
ab(eab)*c, and ab(eab)*d.

In the following subsections, we first report the results obtained and then discuss them
according to the cases shown in Table 3. We then present the implications of our study and
conclude with a discussion regarding the threats to validity.

10Efficiency is a derived measure that is computed as the ratio between comprehension and completion
time. Task efficiency is a ratio measure and estimates a participant’s efficiency as regards the execution of
a comprehension task. The larger the efficiency value, the better it is. The perspective we adopted is that of
quality in use (e.g., ISO 2000, 2011), since efficiency measures source-code comprehension achieved during
the expenditure of available models.
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Models  Source code Mean difference dels  Source code Mean difference
Study Total Mean SD Total Mean SD MD  95%Cl Wifixed) Study Total Mean S5 Total Mean- 5 MD  95%-Cl W(random)
s om0 o 080 e 000 (012 0 5w eese s om0 b 080 -4 T
DeBscExp 16 079011 16 079 0.08 000 [0.07: 0.07]  16.8% DoBscExp 16 079011 16 079008 000 [0.07: 0.07]  10.4%
DeMscExp 16 087010 16 078009 009 [0.02 0.16] 17.1% DeMscExpt 16 087010 16 078009 009 (002 0.16]  10.4%
AnMscExp1 24 073015 24 073013 000 [0.08; 0.08] 11.8% AnMscExp1 24 073015 24 073013 0,00 [-0.08; 0.08] 97%
AnMscExp2 22 056023 22 063023 0,07 [0.21; 0,07 4.0% AnMscExp2 22 056023 22 063023 007 [021; 0.07] 67%
AnMscExpd 22 033026 22 059020 026 [040,-012]  4.0% AnMSCExp3 22 033026 22 059020 —*— 026 [0.40;-0.12] 66%
AnPra 18 048023 18 061022 013 [028; 002]  3.4% AnPra 8 048023 18 061022 013 [028; 0.02] 62%
DeMscExp2 12 049013 12 046009 003 [006: 0.12]  98.3% DeMscExp2 12 049013 12 0.460.08 0,03 [0.06; 0.12) 01%
DoPra 8 051010 8 040010 011 [001: 021 7.8% DePra 8 051010 8 040010 011 (001 0.21] 86%
DeMscExp3 8 043011 8 031012 012 (001 023 59% DeMscExpd 8 043011 8 031012 012 (001 0.23] 78%
DeBscExp2 8 038007 7 038011 000 [0.09: 0.09]  83% DeBscExp2 8 038007 7 038011 000 [0.09; 0.09] 88%
5 051003 5 039012 012 (001 023  63% DePhd 5 051003 5 039012 012 (001 0.23] 81%
Fixed offect model 167 002 [0.00; 005 100% Random ffocts model 167 001 [004; 0.08]  100%
Hetorogenaity: -squared=69.8% tau-squared=0.0085, p=0.0001 Hotorogenaity: -squared=69.8%, tau-squarod=0.0085, p=0.0001
(a) abe - Fixed effect model on all the studies (b) abd - Random effects model on all the studies
dels  Source code Mean difference Models  Source code Mean difference
Study Total Mean- SD Total Mean 5 ) MD  95%Cl Wifixed) Study Total Mean SD Total Mean SD MD  95%-Cl Wirandom)
DeMscExpt 16 087010 16 078 0.09 009 [002 0.16]  24.6% DeMscExpt 16 087010 16 078009 —— 009 [002; 048]  13.3%
AnhiscExp1 24 073015 24 073013 000 008 0.08] 17.0% AnbscExp1 24 073015 24 073013 — 000 [0.08; 008]  126%
AnhscExp2 22 056023 22 063023 007 [021; 0071 58% AnMscExp2 22 056023 22 063023 007 [021; 0.07] 97%
AnbscExp3 22 033026 22 059020 026 [040,-0.12  57% AnlscExp3 22 033026 22 059 020 —— 026 [-040;-0.12] 96%
AnPra 18 048023 18 061022 013 [028, 002  49% AnPra 18048023 18 061022 ——F -0.13 [028; 0.02] 9.1%
DeMscExp2 12 049013 12 046 0.09 003 [006; 0.12] 13.4% DobiscErs2 12 049013 12 046009 —f— 003 [006; 012]  121%
DePra 8 051010 8 0400.10 0.1 [001; 021]  11.1% 8 051010 8 040010 — 011 (001 021]  117%
DeMscExp3 8 043041 8 031012 012 001 023]  B.4% Detvecex 8 043011 8 031012 - 012 [001 023 10.9%
DePhd 5 051003 5 039012 012 [001 023]  9.1% DePhd 5 051003 5 039012 —— 012 [001 023  11.1%
Fixed effect model 135 135 0.03 [0.00; 0.07]  100% Random effects model 135 135 . 001 [0.06; 0.08]  100%
terogeneity: -squared=T?.2%, tau-squared=0.0088, p<0.0001 Hoterogenalty: -squared=77.2%, au-squaroc=0.0088, p<0.0001
02 0 02 02 0 02
(C) ab(fb)*c - Fixed effect model after excluding studies (d) ab(fb)*d - Random effects model after excluding studies
odels  Source code Mean difference
Study Total Mean SD Total Mean- 50 MD  95%Cl W(fixed)
Source code Wean difference
Study Total Mean S5 Total Mean- 5D MD  95%-Cl W(fixed) DeBscExpl 16 079041 16 079008 —— 000 [007:007)  23.5%
i DeMscExpt 16 087010 16 078 0.09 —=— 009 [0020.16] 24.0%
AnBsc 8 084013 8 084011 —— 000 [0.12; 0.12]  18.7% DeMscExp2 12 049013 12 0.46 0.09 — 003 [0.06;0.12] 13.0%
AnMscExp1 24 073015 24 073013 000 [0.08; 008] 413% Dera 8 051010 8 040010 0.11 [001:021]  10.9%
AnMscExp2 22 056023 22 063023 007 [021: 007 14.1% DeMscExpd 8 043011 8 031012 012 0011023  82%
AnMscExp3 22 033026 22 059020 026 [0.40;0.12] 13.9% DeBscExp2 8 038007 7 038011 —t 000 [009:0.09] 11.6%
8 048023 18 061022 013 [028 0.02] 12.0% 5 051008 5 039012 012 [001:023]  8.9%
Fixed offoct model 94 9 006 [0.11;0.01]  100% Fixed effect model 73 72 < 0.06 [0.03;0.09]  100%
» . pe0.0155 Hoterogenaity: -squared=34.3%, tausquared=0.001, p=0.1666
1 — 1
02 o 02 02 01 0 01 02
(e) ab(gb)* c - Fixed effect model on the sub-group An (f) ab(gb)* c Fixed effect model on the sub-group De

Fig. 2 Forest plots for Comprehension
5.1 Meta-analysis results

We summarize the results of each experiment, by employing the descriptive statistics of
the measures of the dependent variables. The descriptive statistics for Comprehension (i.e.,
mean, standard deviation, and number of observations) grouped by method are shown in the
forest plot in Fig. 2 (for each of the cases considered shown in Table 3). The same descriptive
statistics for Completion time and Efficiency are reported in Figs. 3 and 4, respectively. It
is worth mentioning that we do not show any results for the sentences ab, abfb, abgb,
and abeab (see Table 3), because the process in Figure 1 does not require the execution
of a meta-analysis. Some other sentences are also not reported (e.g., those that excessively
reduce the number of experiments in the analyzes, see Section 3).

The results are synthesized by means of the Mean Differences (MDs) of the outcome
measures of the experiments. This is possible because the experiments have the same
outcome measures for each dependent variable studied.

Results concerning the testing of heterogeneity are also shown at the bottom of each forest plot
(see, for example, the left-hand side of Fig. 2a). With regard to Comprehension, the results
of the Cochran’s Q test (see Fig. 2a — sentence abc) suggest that the experiments were het-
erogeneous (p=0.0001) while the I-squared values indicates a substantial/considerable het-
erogeneity that is also confirmed by the Tau-squared value. We can, therefore, incorporate
heterogeneity and apply a random effects model (see Fig. 2b — sentence abd).

As the squares in the figure suggest, the experiments contributed equally to the overall
result, that is, the use of models slightly improved source-code comprehensibility (MD =
0.01). Indeed, source-code comprehensibility was not significantly different!! when using

Effect size is statistically different from the overall effect if the diamond (at the bottom of the forest plot)
does not intersect the vertical line.

@ Springer



Empir Software Eng

Moc Source code Mean difference Models Source code Mean difference
Study Total Mean 5D Total Mean 55 wo 95%-C1 Wi(ixed) study Total Mean S Total Mean SO [ 95%-Cl Wirandom)
Ansc 5 3580 426 8 2013 323 1575 (1205 1945 17.0% ¢ e 4z o 21 0z 1575 (1205 1945 11.8%
DeBscExpt 1 3869 615 16 2119 471 - 1750 [1289; 2211 109% DeBscExpt 16 3869 16 2119 471 750 (1289 2211 1%
DelscExpt 16 30061313 16 2300 761 - 706 [038; 1450 42% DelscExp! % Sosiats 10 2000 Ter 7% Cog: s loon
AnMiscExpt 24 2624 705 24 2555 695 069 327 465 148% AnNiscExpt 24 2624 705 24 2555 695 06y [a27 465 117%
AnMscExp2 22 1951 789 22 1934 7.40 017 [-4.35; 469] 114% AnMSscExp2 22 1951 789 22 1934 7.40 017 [-4.35 469] 116%
AnhscExp3 2 1102 305 22 1588 584 486 (761 211 307% AnNIscExp3 22 1102 305 22 1588 584 486 [T81 211 120%
18 1889 832 18 17.25 7.00 164 [-338; 666] 9.2% AnPra 8.8 32 2 L ] (-3.38; 6.66] 11.4%
DebscExp2 1215767 2611 12 16756 1699 —— 2001 [47.56-1228]  0.7% DeMscExp2 1215767 2611 12 18756 1699 —w— 2001 (47561228 66%
DePra 8142253117 614736 4281  ——f— 513 (4183 3157 02% OePra 8142253117 6147364281  —] 513 (4163 3157 26%
DeMiscexps 5 85202601 8 83503398 —— 179 [2786; 3144]  03% DeMscExp3 8 85202601 8 83503398 — 179 (2786 3148 36%
DeBscExp2 811200 3084 7 148,86 4027 ————1 3686 (7356 0.16]  02% DeBscExp2 811200 3084 7 14886 40.27 ——=—— 3686 (7356 0.16]  26%
DePhd 5 94.60 13.69 5 108.40 28.50 —_— -13.80 [-4151; 1391]  0.3% 5 94.60 13.69 5 108.40 28.50 — -13.80 [-41.51; 13.91] 3.9%
Fixed effect model 167 166 333 (181 486 100% Random cffocts model 167 080 586 748 100%
b0t Feepaety equredge. 4, s dns 25,5001
T T
604020 0 20 40 60 604020 0 20 40 60
(a) abe - Fixed effect model on all the studies (b) abd - Random effects model on all the studies
Models  Sourcecods  Mean differance Models  Sourcocods  Mean difference
Study Total Mean SD Total Mean SI ) wo 95%-Cl Witixed) Study Total Mean SD Total Mean SD Mo 95%-ct
DeMscExp1 16 3006 1313 16 23.00 761 706 [-0.38; 1450]  5.9% DeMscExp1 16 3006 13.13 16 23.00 761 L‘* 7.06 [-0.38; 14.50)
AnMscExpt 24 2624 705 24 2555 695 069 [-027. 465 206% AniscExpl 24 2624 705 24 2555 695 - 069 [327; 465]
AnMscExp2 22 1951 789 22 1934 740 017 [435 469 15.9% AniscExp2 22 1951 789 22 1934 740 = 017 (435 469
ey 2 1102 305 22 158 564 48 (7o 21 427 AMscErp3 2 1102 305 20 1568 684 ] 486 (761, 211]
Anra 18 1889 832 18 17.25 700 - T64 (338 666 128% AnPra 5 1889 832 25 700 = 164 (338 666]
DetscExp2 12 15767 2611 12 187.56 1699 ———— 2991 (47541228 1.0% DeMscExp2 1215767 2611 12 187,56 16.99 ———— 20,91 [.47.54;-12.26]
v 8142253117 8 147.38 4261 513 (4183 3157 02% ePra 814225 3117 8147384281 ————f——— 513 [41.83 31.57]
DeMscExp3 8 8529 26.01 8 8350 33.98 79 [-27.86; 31.44]  0.4% DeMscExp3 8 8529 26.01 8 8350 33.98 r— 9
ha 5 9460 1369 5 108.40 2850 ————F 1380 (4151, 1391  04% DePhd 94560 1369 510840 2650 — 4 — 1380
Fixed effect model 135 135 A6 1346 0.14]  100% Random effects model 135 135 31 (-850 288]
Hoterogeneity: HSquarsd=81. 7, tau squarec19.42, p=0.017 Heterogenaty: squared=67.7%, tu-squared=10.42, p=0.0017
40 0 0 2 4 40 20 0 20 4
(C) ab(fb)* c - Fixed effect model after excluding studies (d) ab(fb)*d - Random effects model after excluding studies
Sourcocode  Mean difference
Study Total Mean 5D Total Mean 50 wo 95%-C1 Wi(ixed)
Source code Mean difference DeBscExp1 16 3869 815 16 21.19 471 17.50 [1289; 2211)  65.1%
Study Total "'"" 5" Total Mean  SD o 95%-Cl Wiixed) DeMscExp1 16 3006 1313 16 23.00 7.61 ot 7.06 [-038; 14.50] 250%
] DeMscEnp2 1215767 2611 12 16756 1699 —— 2091 (4754 1228]  45%
Ansc 588 426 82018 323 ‘; ——rem e e me DoPra 14225 3117 5 14738 4281 513 (4103 3167 10%
AnMscExpt 2“ ?52" 705 24 2556 695 - DeMscExp3 § 85292601 B 83503398 — 179 (2786 3144]  16%
AniscExp2 221951789 22 1934 740 —= 017 fass aool 1am% sty 11200 2004 3 14506 dnay —— 1 sone i Ten
AnktscExp3 221102305 22 1588 584 = 48 L7gtai Wey DePhd 5 0460 1369 5108402850  —— I 380 fa1ST 1391 18%
AnPra 18 1889832 18 17.25 7.00 : 64 (336 666 11.1%
H Fixed effect model 73 72 1147 [ 7.45; 14.89]  100%
Fixed offect model 94 % 175 (007 342 100% B o radean, s squarod=24 .o 001
Helerogensiy: squarsds4.%,tusquarsc=0.84, p<0.0001 i ——

604020 0 20 40 60

(f) ab(gb)*c - Fixed effect model on the sub-group De

0 0 10
(e) ab(gb)*c - Fixed effect model on the sub-group An

Source code Mean difference

Mod
Totsl Mean® 95 Total Wean 58

Study. mD 95%-C1 W(random)
Source code Mean difference

Study Tota Mean 95 Tota Meen 55 MD  95%-Cl Wirandom) DeBscExp1 16 3869 815 16 2119 471 1750 (1289; 22.41]  215%
DeMscExpt 16 30.06 13.1 300 761 fe [-038 1450 208%

AnBsc 83588426 82013323 1575 [1205,19.45]  202% DeMscExp2 12 15767 2611 12 187.58 1699 2991 [4754;-1228)  165%
AnscExp1 242624705 24 2555 6.95 (327, 200% DePra 8142253117 8 147.38 4281 513 [4183; 3157] 9.0%
AnscExp2 ] D e DeMscExp3 8 85202601 & 83503398 179 [2786 3144 113%
AnMscExp3 22 1102 305 1588 584 486 [761; - 206% DeBscExp2 811200 3084 7 148,86 40.27 ———— 36,86 [73.56; -0.16] 9.0%
T lesesam b 1mas 7o 168 Gose oo roaw DePhd 5 9460 1369 5 108.40 28.50 — 13,80 4151 1391]  120%

Random effects model 94 9 267 [493;1026]  100% Random effects model 73 72 - 492 [1918; 935 100%

s quared=04.9%, tau-squared=70.84, p<0.0001 torogenety: -squared=85%, ausquarod=240., p<0.0001

604020 0 20 40 60

(g) ab(gb)*d - Random effects model on the sub-group An (h) ab(gb)*d - Random effects model on the sub-group De

Fig. 3 Forest plots for Completion Time

or not using models in the execution of comprehension tasks. This result is also confirmed
by the overall 95% confidence interval'2 (IC) whose value is [—0.04; 0.06]. If we decide
to ignore heterogeneity and apply a fixed effects model, we obtain the MD values shown in
Fig. 2a. As we can see, the result is quite similar when taking into account the MD values.
However, the IC value is [0.00; 0.05].

With regard to Completion time, in Fig. 3a (sentence abc), the experiments, according
to the Cochran’s Q test, are heterogenous (p < 0.0001). By incorporating heterogeneity
and applying a random effects model we obtain an MD value of 0.8 and an IC value of
[—5.86; 7.46]. Unlike Comprehension, the squares are not proportional in size when study-
ing Completion time (see Fig. 3b — sentence abd). This signifies that some experiments
contributed to the overall result more than others. The forest plot suggests that the differ-
ence in the completion time is not significant when using or not using models to accomplish
comprehension tasks. However, when ignoring heterogeneity and applying a fixed effects
model (see Fig. 3a — sentence abc), the completion time is statistically different when
using or not using models in comprehension tasks. The MD value is 3.33 while the IC value
is [1.81; 4.86]. The choice of how to manage heterogeneity, therefore, proves that the results
are crucial in this case, and influences the overall results regarding the impact of UML
models on source-code comprehensibility.

12This is a range of values that we are 95% certain that it contains the true mean value.
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Models Source code Mean difference
Study Total Mean SD Total Mean SD MD 95%-Cl W(fixed)
|
I
AnBsc 8 236 0.33 8 4321.01 —— ! -1.96 [-2.70;-1.22] 0.2%
DeBscExp1 16 213 055 16 3.94 1.06 — ! -1.81 [-2.40; -1.22] 0.4%
DeMscExp1 16 3.48 1.64 16 3.84 145 — -0.36 [-1.43; 0.71] 0.1%
AnMscExp1 24 298 1.00 24 3.121.15 —— -0.14 [-0.75; 0.47] 0.4%
AnMscExp2 22 332186 22 373212 — -0.41 [-1.59; 0.77] 0.1%
AnMscExp3 22 331283 22 413 2.06 e -0.82 [-2.28; 0.64] 0.1%
AnPra 18 280 144 18 432314 ——— -1.52 [-3.12; 0.08] 0.1%
DeMscExp2 12 0.31 0.07 12 0.25 0.04 0.06 [0.01; 0.11] 63.5%
DePra 8 0.37 0.11 8 0.30 0.14 I 0.07 [-0.05; 0.19] 8.7%
DeMscExp3 8 0.53 0.17 8 0.410.15 1 0.12 [-0.04; 0.28] 5.3%
DeBscExp2 8 0.36 0.11 7 0.28 0.1 " 0.08 [-0.03; 0.19] 10.6%
DePhd 5 0.55 0.09 5 0.36 0.09 e 0.19 [0.08; 0.30] 10.6%
|
Fixed effect model 167 166 i 0.06 [0.03; 0.10] 100%
Heter ity: I-sq .4%, tau-sq .0425, p<0.0001 : : : A : : |

3 -2 1 0 1 2 3

(a) abeabc - Fixed effect model obtained when changing the effect measure and
considering all the studies

Models Source code Mean difference

Study Total Mean SD Total Mean SD MD 95%-Cl W(random)
AnBsc 8 2.36 0.33 8 432101 —— : -1.96 [-2.70;-1.22] 4.0%
DeBscExp1 16 213 055 16 3.94 1.06 —— -1.81 [-2.40; -1.22] 5.5%
DeMscExp1 16 3.48 164 16 3.84 1.45 —— -0.36 [-1.43; 0.71] 21%
AnMscExp1 24 298100 24 312115 —E— -0.14 [-0.75; 0.47] 5.2%
AnMscExp2 22 332186 22 3.73 212 —— -0.41 [-1.59; 0.77] 1.8%
AnMscExp3 22 331283 22 4.13 2.06 — -0.82 [-2.28; 0.64] 1.2%
AnPra 18 2.80 1.44 18 432314 —— -1.52 [-3.12; 0.08] 1.0%
DeMscExp2 12 031 0.07 12 0.25 0.04 B 0.06 [0.01; 0.11] 16.9%
DePra 8 0.37 0.11 8 0.30 0.14 & 0.07 [-0.05; 0.19] 15.6%
DeMscExp3 8 0.53 0.17 8 0.410.15 0.12 [-0.04; 0.28] 14.9%
DeBscExp2 8 0.36 0.11 7 0.28 0.11 - 0.08 [-0.03; 0.19] 15.9%
DePhd 5 0.55 0.09 5 0.36 0.09 0.19 [0.08; 0.30] 15.9%
Random effects model 167 166 % -0.14 [-0.31; 0.02] 100%
Heterogeneity: I-squared=86.4%, tau-squared=0.0425, p<0.0001 .

I

3 -2 -1 0 1 2 3

(b) abeabd - Random effects model obtained when changing the effect measure and
considering all the studies

Fig. 4 Forest plots for Efficiency

Since our experiments were heterogeneous with regard to the two dependent variables,
we also decided to explore heterogeneity and perform sub-group analyzes. In our study, for
both the dependent variables introduced in the design of the study (see Section 4.3), we can
group experiments according to the kind of models: An and De. We postulated (on the basis
of the results of the primary studies) that models produced in the design phase are closer
to source code than those produced in the analysis phase. In other words, we could expect
that De would aid source-code comprehensibility, while An would not. The forest plot for
An and comprehension is shown in Fig. 2e. We used a fixed effects model, for the sentence
abgbc, because of the results of the heterogeneously analysis. That is, it can be considered
that the studies are not heterogeneous since the Cochran’s Q test returned 0.0156 as the value
for p (this is why the the sentence of the regular expression aforementioned is underlined).
The MD value obtained is low (-0.06) and the IC value is [—0.11; —0.01]. It would appear
that the presence of UML analysis models does not aid source-code comprehensibility. The
assumption made in order to explore heterogeneity and stated above was, therefore in some
respects confirmed. The observed results thus allow us to state that UML analysis models
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focus on the problem domain of the software (the environment in which the software will
work) and do not provide any support as regards performing comprehension tasks on source
code. Indeed, this kind of models could have confused the participants while comprehending
the source code. For example, it could be possible that the participants trusted the models
and did not pay adequate attention to the source code. These results are, perhaps, not overly
surprising, but they are acceptable, as evidence/postulations need to be empirically verified
and/or reaffirmed through the use of empirical studies (Basili et al. 1999; Kitchenham et al.
2002; Shull et al. 2008).

Figure 2f shows the forest plot of abgbc for the variable Comprehension in the experi-
ments in which the participants were provided with design models (De). The experiments
are not heterogeneous since the Cochran’s Q test returned a value greater than 0.1 (i.e., p =
0.1666). We applied a fixed effects model, since the experiments can be considered homo-
geneous and it is for this reason that the sentence of the regular expression is underlined.
Some experiments contributed to the overall result more than others. The most remark-
able outcome is that the difference between using or not using models is significant. Those
participants provided with design models understood the source code better because the
diamond is on the right-hand side of the vertical line. The MD value is sufficiently large
(i.e., 0.06). It is worth mentioning that only for the sentence abgbc for the variable Com-
prehension and the groups An and De, we observed an homogeneity of the experiments and
applied a fixed effects model (i.e., abgbc).

With regard to Completion time, the meta-analysis results for the An and De sub-groups
(sentences abgbc and abgbd) are summarized in Fig. 3e and f and g and h, respectively.
Note that the experiments were heterogenous (see the Cochran’s Q test, which returned
values less than 0.1 in all the cases). It was for this reason that we applied both the fixed-
and random- effects models, i.e., we ignored and incorporated heterogeneity, respectively.
The plots shown in Fig. 3g and h suggest that the time taken to complete a task was not
significantly different when using or not using An and De models and exploiting a random-
effects model. More specifically, and on the basis of the descriptive statistics, we can deduce
that the participants provided with analysis models needed slightly more time to accomplish
a comprehension task. Those in the other experiments spent less time when accomplishing
the task with design models. In other words, it would appear that the use of design models
paid back the time needed to read them because the effort required to comprehend source
code decreased when compared with the effort of the participants provided with only source
code. It is also worth mentioning that the exploration of the heterogeneity indicated that the
groups of experiments in An and De are not heterogeneous for Comprehension, while they
are heterogeneous for Completion time. This confirms that we have presented in Section 3.3,
i.e., heterogeneity is not only linked to the kind and type of primary studies but also to the
effect measure.

When exploring heterogeneity, one alternative to sub-group analysis is that of carrying
out experiment cleaning. We considered the participants’ experience in order to exclude
experiments. We excluded AnBsc, DeBscExpl, and DeBscExp2 because the participants
in these experiments were Bachelor’s degree students. The forest plots for Comprehen-
sion shown in Fig. 2¢ and d show that the Cochran’s Q test suggests that the experiments
were heterogeneous since the value of p is less than 0.0001 (the Tau-squared and I-squared
values indicated a good extent of such heterogeneity). That is, the experiments were still
heterogeneous after this cleaning. It would appear that the participants’ experience was not
a cause of heterogeneity. We, therefore, incorporated heterogeneity and applied a random
effects model (i.e., that shown in Fig. 2d). It is easy to observe that the model is quite
similar to that shown in Fig. 2b, thus confirming the analysis performed when deciding to
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incorporate heterogeneity. Indeed, source-code comprehensibility was not significantly dif-
ferent when using or not using models, and the MD value obtained is 0.01 while the IC
value is [—0.06; 0.08].

Similar to that which occurred with Comprehension, the forest plots for Completion
time (see Fig. 3c and d) suggest that we can consider the experiments to be heterogeneous.
Indeed, the Cochran’s Q test suggests that the experiments were heterogeneous (p <0.1)
and the Tau-squared and I-squared values indicated a good extent of this heterogeneity. We,
then, incorporated heterogeneity and applied a random effects model. Figure 3d shows that
the squares are not proportional in size, i.e., some experiments contributed to the overall
result more than others. Moreover, the forest plot suggests that the difference in the com-
pletion time is not significant when using or not using models, and the MD value obtained
is -1.31 while the IC value is [—5.50; 2.88].

The process shown in Fig. 1 was also used to analyze the case of: (i) not exploring
heterogeneity and (ii) changing the effect measure by exploiting Efficiency (see Table 3).
The results of the Cochran’s Q test (p=0.0001) shown in Fig. 4a and b suggest that the
experiments were heterogeneous. The results of the I-squared indicated a considerable het-
erogeneity (86.4%). This contrasts with the results of the Tau-squared measure, which
suggests that the groups of experiments are not heterogeneous. We considered that exper-
iments were heterogeneous owing to the results of the Cochran’s Q test. We, therefore,
incorporated heterogeneity and applied a random-effects model. The results obtained are
summarized in Fig. 4b. Note that the squares are not proportional in size, i.e., Some experi-
ments contributed to the overall result more than others. Moreover, the forest plot suggests
that efficiency is not statistically different when using or not using models, and the MD
value obtained is -0.14 while the IC value is [—0.31; 0.02]. Conversely, upon ignoring het-
erogeneity and applying a fixed effects model there is a statistically significant difference
when using or not using models (see Fig. 4a). The MD value obtained is 0.06 and the
IC value is [0.03;0.10]. As in the case of abc and abd in Fig. 3, the choice of how to
manage heterogeneity proves to be crucial and can influence the analysis of the impact of
models.

In Table 4, we report a summary of the results shown before. For each dependent variable,
we show the effect of the method according to each case considered in our analysis (i.e.,
some of the paths of the process shown in Fig. 1, illustrating the sentences of the regular
expression defined in Section 3.4) and the corresponding MD and CI values obtained from
the meta-analysis. We present this table to distill the results from our meta-analysis and
to make them easier to understand and to support the discussion of the results in the next
subsection as well.

5.2 Discussion

The participants in our long-term investigation obtained slightly better scores for compre-
hension when using analysis and design models (see row abc in Table 4). The effect of the
method is not significant. We can, therefore, postulate that models do not help a lot partici-
pants to comprehend source code, because these models do provide additional information
on the subject application. In addition, the participants spent more time comprehending
source code. This could be related to the effort needed to infer the information provided by
the models that was definitively not useful as regards attaining an improved comprehension
of source code.

We further investigated this aspect by performing sub-group analyzes, excluding cases,
and changing the dependent variable. The results obtained from the meta-analyzes of the
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Table 4 Summary of results. Values for MD and CI are reported only in the case of a significant effect of
the method

Sentence  Dependent variable  Effect of the method MD 95%-CI

abc Comprehension No - -

abd Comprehension No - -

abgbc Comprehension Yes for both An and De -0.06; 0.06 [-0.11; -0.01]; [0.03; 0.09]
abfbd Comprehension No - -

abc Completion time Yes 3.33 [1.81; 4.86]

abd Completion time No - -

abgbc Completion time Yes for both An and De 1.75; 11.17 [0.07; 3.42]; [7.45; 14.89]
abgbd Completion time No - -

abfbd Completion time No - -

abeabc Efficiency Yes 0.06 [0.03; 0.1]

abeabd Efficiency No - -

two sub-groups suggest that the use of models affects source-code comprehensibility (see,
for example, abgbc in Table 4), but in two slight different directions:

— the use of analysis models reduces source-code comprehensibility and increases the
time taken to complete comprehension tasks;

— the use of design models improves source-code comprehensibility and reduces task
completion time.

This outcome should not be at all surprising because analysis and design models are cre-
ated for different purposes, although companies seem to ignore this difference (Scanniello
et al. 2010) as we also discussed in the introductive part of Section 4. In particular, analysis
models are created to capture a domain, to represent a set of requirements, to understand
a poorly focused problem boundary, and so on, while design models can be used to struc-
ture source code and capture design artifacts that do not directly emerge from requirements
(Bruegge and Dutoit 2003). As such, analysis models say little or nothing about source code
and the use of this kind of models will not, therefore, benefit comprehension. As an exam-
ple, the models of the Music Shop experimental object (i.e., that used in the experiments
carried out by An group) shown in Fig. 5 do not provide implementation details. However,
some details and some design decisions could be inferred. For example, some of the classes
to be understood in Fig. 5b are in the source code (not reported here owing to their scant rel-
evance, but available on the web for download) and also in the class diagram (available on
the web for the download) in the experiments of the De group. That is, some classes in the
problem domain are present in both the solution domain and the source code, thus possibly
allowing the participant to also obtain a little information on the implementation from the
analysis models. This scenario is customary for more traditional development approaches
(e.g., Unified Software Development Process) (Bruegge and Dutoit 2003). With regard to an
example of design decision, the architectural pattern employed could be used in an inferred man-
ner. In particular, we could postulate that the architectural pattern implemented in Music Shop is
thve Model-View-Controller, given the division of the classes in: boundary, control, and entity.

In both the cases mentioned above, it is the developers’ ability (and possibly his/her
knowledge of the subject software and its domain) that could make the difference in terms of
source-code comprehension, rather than the actual information the analysis models provide.
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User

Use Case Name: Search Album by Singer

ID: 3

Brief description of the use case:
The user selects an album by specifying the singer’s name. Details of the selected
album will be shown by the system (e.g., original release date)

Main Actors:
User

Flow of events:

1. The User inserts the singer name.

2. The system presents the album list of the specified singer.

3. The user selects the album of interest.

4. The system shows details on the chosen album and the number of available
copies in the stock. As result, the presented information is: original release
date, label, copyright, genres, length, price, and number of available copies.

Pre-condition:
The user has selected the functionality search singer by name.

Post-condition:
1. The system shows details about a given album for the chosen singer.

(@) The Search Album by Singer Use Case

<<entity>>
Stock <<boundary>>
SingerByName
+itemAvalialble(in album) : int 1
+submit()
1
<<entity>> <<control>> <<boundary>>
Album SearchAlbums 1" | PublishedAlbums
abel [SNE—
-lenght
_p,icge . 1 [+submi Name() [+sho
-releaseDate
-copyRight 1
-genres .
+getAlbums(in singerName) <<boundary>>

submit()

ShowAlbumbDetails

+showDetails()

(b) Class diagram

<<boundary>>
<<entity>> <<entity>>
:SingerByName ‘ :Album ‘ | :Stock

<<control>>

create() s

submitSingerName()

getAlbums(name)
albums 1 |

<<boundary>>

selectAlbum(

(c) Sequence diagram for the functionality Search Album by Singer

submit()

itemAvailable(selectedAlbum)

items " ‘

create()

showDetails(selectedAlbum, item

Fig. 5 Some of the analysis models for the Music Shop application
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In summary, we can assume that design models help more than analysis models in the
comprehension of source code, since they are focused on the implementation aspects.
On the basis of our considerations, we can summarize our research results as follows:

—  Software models produced in the design phase aid in source-code comprehensibility.

Despite the fact that our results improved the findings obtained for the individual exper-
iments conducted in our long-term research, we cannot provide conclusive findings
concerning whether analysis models helped in the understanding of source code in the
context of graduate, undergraduate, PhD students, and novice practitioners.

5.3 Implications

We judged the implications of our study on the basis of the perspectives of practi-
tioner/consultant (from here on simply practitioner) and researcher. When applicable, we
also discuss future research directions related to these implications.

— UML-based modeling is important as it allows an improved comprehension of source
code. These models should focus on aspects related to the solution domain (i.e., imple-
mentation aspects) of a subject software. Models produced in the analysis phase could,
therefore, be considered of less importance if they are only intended to support the
comprehension of source code. Furthermore, these models are of primary importance
when they contain the subsequent development phases. We can speculate on this point
because we used the same software in some of the experiments, but the models were
produced in either the analysis or the design phases (e.g., AnBsc and DeMscExpl).
From the practitioner’s perspective, this result is relevant because it could be useful to
adopt a development process based on the use of the UML. It might, however, be use-
less to give UML-based analysis models to the software engineer when he/she has to
perform small maintenance operations on source code. This is aligned with the findings
of Arisholm et al. (2006), Dzidek et al. (2008) (see Section 2) whose authors stated that
the UML only seemed to be really useful as regards understanding complex systems.
That is, this kind of models should be only used to support the subsequent phases of
the development or to improve the comprehension of functional requirements (Abrahdo
et al. 2013). From the researcher’s perspective, it would be interesting to investigate
whether variations in the context (e.g., larger systems and more or less experienced
software engineers) might lead to different results.

— UML analysis models appear to uselessly overload participants when performing com-
prehension tasks. Once again, the results obtained in our study coincide with those
from some of the related work (e.g., Fernandez-Saez 2015, 2016) in which only design
models appeared to help achieving a better understanding of the systems. This result is
relevant for the researcher because it would be interesting to carry out further research
into this aspect and discover in which context it holds.

—  Although we are not sure whether our findings scale up to real projects, the results
obtained could be true in all those cases in which the models are concerned with a
part of the entire software and maintenance operations are performed on a chunk of the
source code of the entire system.

—  We observed that the models produced in the design phase aid the comprehension of
source code and postulated that this is because they are closer to source code than those
produced in the analysis phase. It might, therefore, be expected that reverse-engineered
diagrams could also be at least as effective as the forward designed diagrams as regards
aiding source-code comprehension since they are obtained directly from the source
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code. Our results and those of Ferndndez-Sdez et. al. presented in Fernandez-Saez et al.
(2015) provide the basis for future work in this direction. This point is clearly rele-
vant for any researchers who might be interested in studying the delineated research
direction. If future work confirms that reverse-engineered diagrams are as effective as
forward ones, the practitioner could be further motivated to use reverse engineering
tools in his/her company.

—  We focused on desktop applications. The models of these systems were sufficiently
realistic for small-sized in-house software and subcontracting development projects.
From the researcher’s perspective, the effect of analysis and design models on different
types of systems (e.g., smartphone and web apps) represents a possible future direction
for our research. This point is clearly relevant for the researcher.

— The UML is widely used in the software industry. The results achieved are, there-
fore, useful for all the companies that exploit the UML as a support when software
engineers are executing comprehension tasks (e.g., performing maintenance/evolution
operations). Studies on this notation are currently required to understand the cases in
which its use improves the comprehensibility and maintainability of source code. There
are currently only a few evaluations, as we have discussed in the related work section.

— Dealing with heterogeneity could be crucial, since it may influence the results of the
meta-analysis. This point is clearly of interest for any researchers who might be inter-
ested in studying how to deal with heterogeneity when integrating results from several
studies by using a meta-analysis.

5.4 Threats to validity

Despite our efforts to mitigate as many threats to validity as possible, some are unavoidable.
In order to comprehend the strengths and limitations of our empirical study, the threats that
could have affected the results are presented and discussed as follows.

5.4.1 Internal Validity

This kind of validity is of concern when causal relations are examined. In our study, the
design of the experiments could have affected the results. Different kinds of design were
considered in each experiment. Each group of participants either worked on two different
tasks with and without models (maturation or diffusion or imitation of treatments) or worked
on a single task either with models or without models. The artifacts used to carry out the
experiments (e.g., comprehension questionnaire and documentation) could also have neg-
atively affected the experiments and thus the outcomes of the meta-analysis. We mitigated
these threats by accurately designing all the material used in each experiment. In many
cases, pilot studies were conducted to assess this experimental material. Threats to internal
validity could also depend on how the participants are selected from a larger group. How
the experiments were selected could also have affected the results. With regard to multiple
group experiments the results could have been biased because of the different behavior of
participants in different groups (i.e., interactions with selection). Social threats to internal
validity could also have been present in the experiments.

5.4.2 External validity

Performing experiments with students could lead to doubts concerning their representative-
ness when compared to software professionals (interaction of selection and treatment). In
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addition to experiments with students, we also carried out experiments with professionals
and PhD students. It is worth mentioning that the tasks used did not require a high level of
industrial experience. This led us to believe that the use of students was not a major issue
here (Carver et al. 2003). However, if tasks are too simple they may be not representative.
This could imply threats to the validity of the results.

Another threat to external validity concerns the experimental objects (interaction of set-
ting and treatment). For example, we removed comments from source code and did not
provide any explicit information on the traceability links between models and source code.
We took these decisions to avoid the effect of source-code comments and traceability links
being confused with the main factor studied.

With regard to source-code comments, some further considerations are required: (i) com-
ments and source code may not be coherent (i.e., the comment does not describe the intent
of the method and its actual implementation) with one another (Corazza et al. 2016) and
(ii) it is possible that experienced developers (e.g., professionals) do not use comments
(because they are often not updated when source code changes Fluri et al. 2007, Jiang and
Hassan 2006) while performing comprehension tasks (Salviulo and Scanniello 2014). The
first point could be dealt with by modifying the comments to make them coherent with the
source code. Modifications to the comments could aim to restructure them to improve their
readability (and then possibly comprehensibility). Any modification to source-code com-
ments could affect external validity. As for the second point, we can do little or nothing. In
fact, it could be that professional developers (and possibly PhD students) do not take much
care with the comments, while those with little experience do. We, however, advise the use
source-code comments and traceability links in future studies. Our research provides the
basis for future work on this matter. We also indented the source code when preparing the
experimental objects. This design choice could affect external validity. However, many of
the available IDEs provide a feature to remove this kind of smell from source code. There-
fore, it could happen that some of the participants indent the code, while other no. If this
happened a series of threats to the conclusion validity could be risen. That is, if any effect of
this kind of smell could be present it could affect results in an undesirable and uncontrollable
way.

5.4.3 Construct validity

This kind of validity may have been influenced by the measures used to obtain a quanti-
tative evaluation of source-code comprehensibility (inadequate preoperational explanation
of constructs). Construct validity might also have been affected by the comprehension
used and the post-experiment survey questionnaires, in addition to social threats. We
employed post-experiment survey questionnaires designed using standard approaches and
scales (Oppenheim 1992). The responses to this kind of questionnaire were used to explain
the quantitative results. Another threat to external validity is mono-operation bias. All the
experiments in our study included a single independent variable (or treatment). This may
have under-represented the construct and thus not provided the full picture of the theory.
The threat concerning the interaction of different treatments is not present in our research
because the participants were involved in only one experiment. In order to mitigate construct
validity, we conducted external replications and their results were subsequently aggregated
with the other experiments and replications.The fact that the participants in our family
of experiments received the documentation in their native language might also affect the
validity of results.
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5.4.4 Conclusion validity

This kind of validity concerns the ability to draw correct conclusions. In order to deal
with conclusion validity, we performed a statistical analysis of the data gathered. Despite
our effort, threats to low statistical power could still have been present. The number of
experiments considered in our study might also have affected the results. With regard to
the selection of the populations, we drew fair samples and conducted our experiments
with participants belonging to these samples. Another threat to conclusion validity could
be related to the number of participants. This kind of threat was mitigated because our
study was based on 333 observations. The reliability of measures might affect results. In
each individual experiment, the experimenters attempted to mitigate this kind of threat
as much as possible. The threat related to the random heterogeneity of subjects could
have been present in our meta-analysis study and in each experiment. We took this aspect
into account in the meta-analysis. Finally, we did not deal with clinical heterogeneity or
methodological heterogeneity. As mentioned in Section 3.2, statistical heterogeneity can be
considered as a consequence of either, or both, clinical heterogeneity or methodological
heterogeneity.

6 Conclusion

In this paper, we have presented the results of long-term research into the effect of using
UML-based modeling in source-code comprehensibility. We removed comments from
source code and did not provide any explicit information on the traceability links between
models and source code. This research began in 2009 with an industrial survey (Scanniello
et al. 2010), and the results of this survey were then used as a basis to conduct a number
of controlled experiments (internal and external replications) with students and practition-
ers from Italy and Spain. The results of individual experiments were synthesized by means
of a meta-analysis and presented in this paper. The most important outcome is: the use
of UML models is important as regards allowing software engineers to better understand
source code, given that these models focus on aspects related to objects (or entities) in the
solution domain of a subject software and source code does not include comments. Models
produced in the analysis phase are of less importance if their purpose is solely to enable the
comprehension of source code.

Possible future directions for our research are: (i) performing further experimenta-
tion considering different and larger software systems related to unknown domains in
order to verify whether the findings obtained are still valid; (ii) studying the effect
of providing the participants with information in an incremental manner; (iii) analyz-
ing the effect of different UML diagrams; (iv) investigating the effect of the same
UML diagrams on non-source code comprehension tasks; and (v) studying the effect
of the UML diagrams combined with source-code comments and traceability informa-
tion on source-code comprehensibility in specific contexts (e.g., safety-critical software
development).
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